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Abstract

A new light-field movie capture device using a Kinect V2 sensor and two 4K GoPro cameras is presented in this paper. Due to the uncontrollable tilt of the Kinect V2 camera, it is hard to obtain a constant rigid transformation between the stereo- and ToF-camera systems. To this end, a novel self-calibration method is proposed, which takes advantage of the geometric constraints from the scene and the cameras. Specifically, a camera orientation approximation approach is utilized to estimate the rigid transformation of the stereo-ToF system based on reliable point pairs filtered by the geometric constraints. Besides, a depth correction step is exploited to improve the depth accuracy of the Kinect V2 sensor. Moreover, a depth fusion strategy for the stereo- and ToF-depth data is proposed to provide more accurate depth images in 4K resolution. Experimental results demonstrate the effectiveness of the proposed depth correction step, stereo-ToF calibration method and depth fusion strategy.

1. Introduction

With more and more 4K Ultra High Definition (UHD) 3D TVs and high-fidelity Virtual Reality (VR) Head-Mounted Displays (HMDs) having been launched into the consumer market, how to create high-resolution and high-quality contents for these devices is becoming a research hotspot. The Depth-Image-Based Rendering (DIBR) approach is such kind of method which is capable of producing free-viewpoint videos for the above devices [33, 42, 9]. Since the accuracy and the resolution of the depth images in DIBR are the critical influence factors for the rendering of free-viewpoint videos, in this paper, how to recover the depth information for a 4K resolution RGB camera is investigated. Currently, the recovery of the depth information using multiple RGB cameras has been well researched, which can be classified into two categories. One is the light field-to-depth approach [35, 4], the other is the stereo matching method [34, 19]. Apart from the RGB cameras-based algorithms, the depth information can also be acquired from external sensors. For example, the second version of the Microsoft Kinect (Kinect V2) is one of the most low-cost and high-speed Time-of-Flight (ToF) sensors in the market [3]. The comparison between the Kinect V2 and the first generation of Microsoft Kinect (Kinect V1) is well studied in [36, 21, 31, 38], where the Kinect V2 exhibits a better performance in a lot of multimedia applications than the Kinect V1.

Motivation: The multi-camera rig in Fig. 1 is a prototypical movie capture system for making light-field movies. Two GoPro Hero3+ cameras with a Kinect V2 sensor are mounted on this rig. In order to increase angular resolution and minimize lens distortion, the original lenses of both GoPro cameras have been replaced by two customized lenses with the same Field of View (FOV) of about 70 degrees [4]. The camera resolutions of these two GoPro cameras are 4K (4,000 × 3,000). There are two challenging problems of this multi-camera rig that need to be solved. First, the GoPro cameras are well fixed on the camera rig, while the Kinect V2 is impossible to be fixed because of the changeable tilt of it, which easily leads to the inconsistency of the camera extrinsic parameters after the multi-camera rig being moved. How to automatically calibrate this stereo-ToF system using the scene and camera constraints is challenging. The other challenging problem is that it is difficult to recover a 4K-resolution depth image for one of the GoPro
Figure 2. A virtual vertical view of the multi-camera rig for describing the camera calibration problems.

cameras, considering that the distance between the two GoPro cameras is quite large (around 39 cm), and little literature focuses on the stereo- and ToF-depth fusion problem in 4K resolution.

To solve the two challenging problems of the multi-camera rig, a depth correction step, a stereo-ToF calibration method and a depth fusion strategy are proposed in this paper. In particular, the depth correction step increases the depth accuracy of the Kinect V2 camera. The stereo-ToF calibration method is based on the reliable point pairs, which are detected by an off-the-shelf feature point detector and filtered using geometric constraints in the cameras and the scene [12]. Besides, the camera rotation matrix can be linearly approximated because the Kinect V2 and the GoPro cameras have similar orientations. The depth fusion strategy exploits the rigid transformation result of the stereo-ToF calibration method to fuse the depth information from the stereo matching method and the ToF sensor at the pixel level. Experimental results show that the depth correction step contributes to the stereo-ToF calibration. The stereo-ToF calibration method using the camera orientation approximation achieves the best performance compared with baseline approaches. Moreover, the depth fusion strategy is capable of creating depth images of better quality than using the stereo matching method or the ToF sensor alone.

The paper is organized as follows. Section 2 focuses on the introduction of related works. Section 3 outlines a depth correction step, a coarse-to-fine camera calibration framework using the reliable point pairs from the filtering of the scene and camera constraints, and a pixel-level depth fusion strategy. Section 4 is devoted to the experiments and analysis of the camera calibration and the depth fusion. Finally, section 5 concludes and summarizes this paper.

2. Related Work

The Perspective-n-Point (PnP) problem is first described in [10], which stands for the problem of how to estimate the camera pose of a calibrated camera using n known 3D reference points in the world coordinate frame and their corresponding 2D points on the camera image plane of this calibrated camera. The solutions to the PnP problem can be classified into two categories: iterative and non-iterative methods. As for the iterative-based methods, Lu et al. minimize an object-space collinearity error for computing orthogonal rotation matrices, which is proven to be globally convergent [28]. Zhang proposes a closed-form solution for estimating the camera intrinsic and extrinsic parameters, and then refines them with the Levenberg-Marquardt algorithm [39]. With regard to the non-iterative-based methods, Lepetit et al. express the non-iterative solution to the PnP problem as a vector standing for a weighted sum of the null eigenvectors and their method achieves the computational complexity in \( \mathcal{O}(n) \) solution by estimating the coordinates of two special end points [23].

As for the fusion of stereo- and ToF-depth data in non-4K resolution, several methods have been proposed [30]. Zhu et al. use the MAP-MRF Bayesian framework to solve the stereo and ToF data fusion problem and a belief propagation-based method is applied to fulfill the depth inference [41, 40]. Gandhi et al. utilize a Bayesian fusion method within an efficient seed-growing algorithm to solve the same problem [11]. More recently, Dal Mutto et al. also use the MAP-MRF framework to fuse the stereo- and ToF-depth data with considering the mixed pixel effect [6]. Evangelidis et al. address the stereo-ToF fusion problem by solving a set of local energy optimization problems hierarchically [8]. Marin et al. extend the Local Consistency (LC) fusion framework of [7] with taking into account of the depth data confidence [29]. With regard to the calibration between the stereoscopic camera pair and the ToF sensor in the publicly-available datasets [8, 6], checkerboard-based methods are taken advantage of [16, 5]. However, both of these two datasets do not contain color image contents in 4K resolution.

3. Methodology

In this section, a coarse-to-fine framework for the calibration process of the stereo-ToF system is presented after a brief introduction to the self-calibration problem and the reliable point pair detection step. Besides, a depth fusion strategy for different depth sources is described in the end of this section.

3.1. Preliminary

Since there are two GoPro cameras and one Kinect V2 sensor on the multi-camera rig, for the sake of describing convenience, the left and right GoPro cameras are denoted as \( C_A \) and \( C_B \) respectively, and the Kinect V2 camera is denoted as \( C_K \). Each camera has two basic spaces: camera 3D space and camera image space. The intrinsic matrices of the GoPro and Kinect V2 cameras are defined as \( K_a, K_b, K_k \) respectively, and the lens distortions of them are assumed to
have been corrected. It should be noted that the coordinate system of the Kinect V2 camera \( C_K \) coincides with that of the RGB sensor in it, by which color and depth images in Full High Definition (FHD) resolution are captured. More details concerning this are explained in section 4.1.

The self-calibration of this stereo-to-ToF system is defined as to estimate the rigid transformation \((\mathbf{R}_1, t_1)\) from the Kinect V2 sensor \( C_K \) to the left GoPro camera \( C_A \). The calibration of the stereoscopic GoPro camera pair is expressed as to measure the rotation rectification matrices \( \mathbf{R}^a \) and \( \mathbf{R}^b \), which turn \( C_A \) into a virtual camera \( C'_A \) and \( C_B \) into another virtual camera \( C'_B \). Typically, the intrinsic camera matrices of the virtual cameras \( C'_A \) and \( C'_B \) are the same, i.e. \( \mathbf{K}'_A = \mathbf{K}'_B \). The straight line going through the optical centers of both GoPro cameras are parallel to the coplanar camera image planes of \( C'_A \) and \( C'_B \). The rigid transformation from \( C'_A \) to \( C'_B \) is then defined as \((\mathbf{R}_2, t_2)\), where \( \mathbf{R}_2 \) should be an identity matrix. The above calibration descriptions are illustrated in Fig. 2 as well. It can be found that \( C'_K \) is not in the middle of the stereo GoPro pair. The reason is that the RGB sensor in \( C_K \) is physically closer to \( C_B \) than to \( C_A \) as shown in Fig. 1 (a).

**Depth Correction:** The depth accuracy of a Kinect V2 camera has a constant offset of -18 mm, which is well evaluated in [36]. It is important to correct the depth images from the Kinect V2 sensor by compensating this accuracy offset before fusing the stereo- and ToF-depth data. Otherwise the misalignment of the point clouds derived from the ToF sensor and the stereo matching method would happen, which is analyzed in section 4.2.

### 3.2. Reliable Point Pair Detection

Interest point detection has been well studied in the computer vision field [15]. The traditional SIFT keypoint detector and descriptor are used here for their robustness [27]. Another reason for only evaluating SIFT is that, since \( C_K \) is able to capture FHD resolution color images and \( C_A \) can capture 4K resolution images, any classical interest point detection algorithm is capable of detecting adequate reliable feature points for the following processes. Besides, the influence of choosing another type of keypoint detector and descriptor on the calibration result is negligible for the experiments.

The detected feature points in the camera image spaces of \( C_A \) and \( C_K \) are then exploited to compose reliable matched point pairs. Here, the \( k \)-Nearest-Neighbors (KNN) [1] and ratio test [27] methods are utilized to fulfill this task. Afterwards, the resulting corresponding pairs still contain some outliers, which are filtered by using epipolar constraints with the RANdom SAmple Consensus (RANSAC) algorithm [10, 17]. The remaining corresponding point pairs are assumed to be accurate for the subsequent processes.

### 3.3. Coarse-to-Fine Framework

A coarse-to-fine framework [13] is generally composed of a coarse estimation step based on the solution to the PnP problem, and an estimation refinement step based on the bundle adjustment algorithm [25], which are introduced as follows.

#### 3.3.1 Coarse Estimation

Suppose the number of the corresponding point pairs is \( n \). A corresponding point pair is denoted as \((u^a_i, u^b_i)\), where

\[
u^a_i = \begin{bmatrix} u^a_{1i} \\ u^a_{2i} \end{bmatrix},
\]

and

\[
u^b_i = \begin{bmatrix} u^b_{1i} \\ u^b_{2i} \end{bmatrix},
\]

are 2D points in the camera image space of \( C_A \) and \( C_B \), respectively. For \( u^a_i \), the corresponding 3D point \( x^a_i = \begin{bmatrix} x^a_{1i} \\ y^a_{1i} \\ z^a_{1i} \end{bmatrix} \) in the camera 3D space of \( C_K \) is calculated by using the intrinsic matrix \( \mathbf{K}_A \) and the depth information of \( C_K \). The coarse estimation step is essentially to estimate the rigid transformation from the camera coordinates of \( C_K \) to the camera coordinates of \( C_A \) by calculating the below formula:

\[
\min_{\mathbf{R}_2, t_2} \sum_{i=1}^{n} \| u^a_i - \hat{u}(x^a_i, \mathbf{K}_A, \mathbf{R}_2, t_2) \|^2,
\]

where:

\[
\hat{u}(x, \mathbf{K}, \mathbf{R}, t) = \text{proj} (\mathbf{K} [\mathbf{R} \ t] x).
\]

The results of the coarse estimation stage are denoted as \((\mathbf{R}_2^c, t_2^c)\). Several methods have been proposed for solving the above PnP problem, e.g., LHM [28], EPnP [22], and RPNp [23]. Based on the specific camera structure of our stereo-to-ToF system, a camera orientation approximation-based PnP solution is presented as below.

**Camera Orientation Approximation:** When observing the camera configuration in Fig. 1, it can be found that \( C_K \) and \( C_A \) have a minor orientation difference, which indicates that the rotation matrix \( \mathbf{R}_2^c \) can be approximated by a linear method in [26]. Suppose the camera orientation difference between \( C_K \) and \( C_A \) is expressed as \( r = \begin{bmatrix} \alpha & \beta & \gamma \end{bmatrix}^\top \). The approximated rotation matrix \( \mathbf{R}_2^c \) is denoted as:

\[
\mathbf{R}_2^c = \begin{bmatrix}
1 & -\gamma & \beta \\
\gamma & 1 & -\alpha \\
-\beta & \alpha & 1
\end{bmatrix}.
\]

After transforming the 2D image point \( u^a_i \) into a 2D point \( p^a_i = \begin{bmatrix} p^a_{1i} \\ q^a_{1i} \end{bmatrix} \) on the normalized image plane of \( C_A \) with using \( \mathbf{K}_A \), the rigid transformation progress can be written as:

\[
[\mathbf{R}_2^c \ t_2^c] p^a_i = \lambda p^a_i.
\]

The scaling factor \( \lambda \) can be derived from the combination of equation (3) and (4), expressed as follows:

\[
\lambda = \begin{bmatrix} -\beta & \alpha & 1 \end{bmatrix} t_2^c (3) x^a_i.
\]
Afterwards, equation (4) is written as:

\[
A \begin{bmatrix} \mathbf{r} \\ \mathbf{t}_2 \end{bmatrix} = \begin{bmatrix} p_{a}^{z_k} - x_k \\ q_{a}^{z_k} - y_k \end{bmatrix},
\]

where:

\[
A = \begin{bmatrix} -p_{a}^{y_k} y_{k}^{z_k} & (p_{a}^{y_k} x_{k}^{z_k} + z_{k}) & -y_{k}^{z_k} & 1 & 0 & -p_{a}^{x_k} \\
-(q_{a}^{y_k} y_{k}^{z_k} + z_{k}) & q_{a}^{y_k} x_{k}^{z_k} & x_{k}^{z_k} & 0 & 1 & -q_{a}^{x_k} \end{bmatrix}.
\]

The linear least-squares problem presented in equation (6) and (7) can be solved by using the SVD algorithm to compute a pseudo-inverse or using normal equations, requiring at least three corresponding point pairs, i.e., \( n \geq 3 \). The approximated rotation matrix \( \mathbf{R}_3 \) is then converted to a standard rotation matrix by normalization.

### 3.3.2 Estimation Refinement

Due to the depth precision and flying pixel problems of any Kinect V2 device [36, 31, 24], the 3D point \( x_{k}^{z_k} \) generated from \( u_{k}^{z_k} \) is not equal to the ground truth 3D point in the camera coordinate system of \( \mathbb{C}_K \), which is further refined by using the formula as below:

\[
\min_{\mathbf{R}_1, \mathbf{t}_1} \sum_{j=1}^{2} \sum_{i=1}^{n} \|u_{k}^{z_k} - \hat{u}(x_{k}^{z_k}, \mathbf{K}_j, \mathbf{R}_1, \mathbf{t}_1)\|^2.
\]

Here, the input parameter \( \mathbf{R}_1 \) is a 3 \( \times \) 3 identity matrix and \( \mathbf{t}_1 \) is a zero vector. Besides, the input parameters \( \mathbf{R}_2 \) and \( \mathbf{t}_2 \) are the results of the previous coarse estimation step. When \( j = 1 \), it indicates that \( j \)-relevant parameters are also related to camera \( \mathbb{C}_K \). Therefore, \( \mathbf{K}_1 \) is as same as \( \mathbf{K}_K \), and \( u_{k}^{z_k} \) is equal to \( u_{k}^{z_k} \). As for \( j = 2 \), it turns into the case of camera \( \mathbb{C}_A \) where \( \mathbf{K}_2 = \mathbf{K}_A \) and \( u_{k}^{z_k} = u_{k}^{z_k} \). The nonlinear least-squares optimization problem defined in (8) can be solved by a robust bundle adjustment approach efficiently [37].

The final rigid transformation \( (\mathbf{R}_3, \mathbf{t}_3) \) from the camera coordinates of \( \mathbb{C}_K \) to the camera coordinates of \( \mathbb{C}_A \) is expressed as follows:

\[
\mathbf{R}_3 = \mathbf{R}_1^2 (\mathbf{R}_1^1)^T, \\
\mathbf{t}_3 = \mathbf{t}_1^2 - \mathbf{R}_1 \mathbf{t}_1^1.
\]

Note that, equation (9) can also stand for the stereo-ToF calibration result of only using the coarse estimation method by replacing \( \mathbf{R}_1^1 \) with an identity matrix, and \( \mathbf{t}_1^1 \) with a zero vector.

### 3.4. Depth Fusion

The depth data of the Kinect V2 sensor and the stereo matching method are fused together in the camera image space of \( \mathbb{C}_A' \). The rigid transformation \( (\mathbf{R}_3, \mathbf{t}_3) \) from the camera coordinates of \( \mathbb{C}_K \) to the camera coordinates of \( \mathbb{C}_A' \) is denoted as:

\[
\mathbf{R}_3 = \mathbf{R}_a \mathbf{R}_1, \\
\mathbf{t}_3 = \mathbf{R}_a \mathbf{t}_1.
\]

The 3D points in the camera 3D space of \( \mathbb{C}_K \) are projected onto the camera image plane of \( \mathbb{C}_A' \) using \((\mathbf{R}_3, \mathbf{t}_3)\) and \( \mathbf{K}_A' \). Since there exists an image resolution difference between \( \mathbb{C}_K \) and \( \mathbb{C}_A' \), the above 3D-point-projection solution may cause information loss, i.e., sparse points on the destination image plane. To solve this problem, a universal oversampling strategy in DIBR is employed here [42]. The oversampling rate \( s (= 4) \) is applied to adjust the resolution of all the captured images of \( \mathbb{C}_K \) and the intrinsic camera matrix \( \mathbf{K}_A \). Afterwards, in the camera image space of \( \mathbb{C}_A' \), there are two depth images. One is projected from the Kinect V2 sensor, which is denoted as \( \mathbf{D}_K' \). The other is the depth result of using the stereo matching method with the GoPro camera pair, which is expressed as \( \mathbf{D}'_A \). The image resolutions of \( \mathbf{D}_K' \) and \( \mathbf{D}'_A \) are the same as that of the 4K GoPro camera \( \mathbb{C}_A \) or \( \mathbb{C}_B \). Let \((i, j)\) be the coordinates of a 2D point on the camera image plane of \( \mathbb{C}_A' \), the fusion strategy for creating the final fused depth image \( \mathbf{D}'_f \) is described as below:

\[
\mathbf{D}'_f(i, j) = \begin{cases} 
\mathbf{D}_K'(i, j), & \text{if } \mathbf{D}_K'(i, j) > 0 \\
\mathbf{D}'_A(i, j), & \text{else}
\end{cases}.
\]

The above depth fusion strategy is designed by considering the observation that the valid depth points in \( \mathbf{D}_K' \) are normally denser than those in \( \mathbf{D}'_A \). Besides, for this pixel-level depth fusion strategy, an accurate stereo-ToF calibration is the key to avoiding fusion artifacts in \( \mathbf{D}'_f \).

### 4. Experiments

Experimental data are captured by the multi-camera rig device as illustrated in Fig. 1. An example image of the captured scene is presented in Fig. 5 (a). The details concerning the experimental parameter configuration and analysis are introduced as follows.

#### 4.1. Experimental Settings

**Image capture:** A control computer is in charge of synchronizing the capture progress of the Kinect V2 sensor \( \mathbb{C}_K \) and two 4K GoPro cameras \( \mathbb{C}_A, \mathbb{C}_B \) using the signal and time stamp technologies. The Kinect for Windows SDK is utilized to get the captured data from the Kinect V2 camera. Note that, this SDK is able to output color images and their corresponding registered depth images from the RGB sensor in \( \mathbb{C}_K \). More specifically, both of these two
Figure 3. Detected corners of the $C_A$ view in (a) and of the $C_K$ view in (b).

Table I. The RMSE results of the stereo-ToF calibration using different coarse estimation approaches.

<table>
<thead>
<tr>
<th>Coarse-to-Fine Framework</th>
<th>LHM</th>
<th>EPnP</th>
<th>RPnP</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse estimation</td>
<td>1.82</td>
<td>3.14</td>
<td>2.19</td>
<td>1.45</td>
</tr>
<tr>
<td>Estimation Refinement</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.87</td>
</tr>
<tr>
<td>Before depth correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After depth correction</td>
<td>1.78</td>
<td>2.83</td>
<td>2.60</td>
<td>0.87</td>
</tr>
<tr>
<td>Coarse estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimation Refinement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After depth correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the evaluation of the depth fusion strategy, the Peak Signal-to-Noise Ratio (PSNR), Structural SIMilarity (SSIM) and Non-Black Region Proportion (NBRP) approaches are tried. In particular, the DIBR approach is exploited to render new views for $C'_B$ using the depth images $D'_A$, $D'_K$, $D'_f$ respectively. The virtually-rendered images are then compared with the ground-truth images captured by $C'_B$ using PSNR, SSIM and NBRP metrics.

All experiments are conducted on an Intel Core i3-4030U laptop with 16 GB RAM and no GPU acceleration, using the captured datasets from the control computer. Both source code and datasets are going to be released on our website\(^2\).

4.2. Results and Analysis

The proposed depth correction step, stereo-ToF calibration method and depth fusion strategy are analyzed quantitatively and qualitatively.

Quantitative Evaluation: The RMSE results of evaluating the precision of the stereo-ToF calibration methods are illustrated in Table I. Here, the symbol ‘-’ indicates that the result of the estimation refinement step is worse than that of the coarse estimation step. In other words, the reliable point pairs detected by the approaches in section 3.2 make the calibration refinement algorithm get stuck in a local minimum. The calibration refinement algorithm works only for the case of the EPnP-based coarse estimation, while its performance is the worst among these four methods. The depth correction step slightly helps improving the RMSE results of LHM and EPnP for the coarse estimation stage. However, it has no influence on the calibration result of the proposed stereo-ToF calibration method using the camera orientation approximation. In summary, the proposed stereo-calibration method shows better performance than the conventional checkerboard-based method [39]. The same calibration method is then exploited to estimate the extrinsic parameters of the GoPro camera pair in order to compute the rotation rectification matrices ($R_A$, $R_K$), the intrinsic camera matrices ($K_A$, $K_K$), and the perspective transformation matrix $Q$ used for projecting the disparity map into the camera 3D space of $C_A'$. Note that there is no need to repeat this step every time because the two GoPro cameras have been fixed on the multi-camera rig.

Stereo-GoPro Depth: The Semi-Global Matching (SGM) algorithm is one of the most effective and efficient stereo matching methods [18], which is used here to estimate the disparity map of $C_A'$ with the rectified stereo images. The disparity map of $C_A'$ is projected into the camera 3D space of $C_A$ with $Q$ and then projected back onto the camera image plane of $C_A$ to calculate $D_A'$. Regarding the SGM method, the minimum disparity value is set to 256 and the maximum disparity value is set to 1, 280. The matched block size is equal to 9.

Point Pair Detection: The SIFT detector and descriptor algorithms are implemented by referring to their default implementations in OpenCV. The parameter $r$ for ratio test is set to 0.8. The threshold $\varepsilon$ of epipolar constraints in the RANSAC framework is set to 0.5 pixels.

Evaluation Metric: For the evaluation of the stereo-ToF calibration, a checkerboard appearing in both views of $C_A$ and $C_K$ is manually located at the locations of the common visible corners. Afterwards, a corner refinement approach with sub-pixel accuracy is applied to refine the positions of these corners [32]. As illustrated in Fig. 3, there are $m$ (= 47) common-corner point pairs in both views of $C_A$ and $C_K$, each of which is expressed as $(u_i^1, u_i^2)$ as the description in section 3.3.1. When transforming the 2D point $u_i^k$ to a 3D point $x_i^k$ in the camera 3D space of $C_K$, the intensity-related distance error of the checkerboard in the Kinect V2 device is required to be considered [31, 20, 24]. To compensate the depth error of the corner point $u_i^k$, a specific filter is adopted from [14]. Finally, the Root-Mean-Square Error (RMSE) metric is utilized to evaluate the error of the stereo-ToF calibration:

$$\sqrt{\frac{1}{m} \sum_{i=1}^{m} \left\| u_i^1 - \hat{u}(x_i^k, K_A, R_1, t_1) \right\|^2}. \quad (12)$$

\(^2\)https://ygaokiel.github.io
Figure 4. The point clouds of a part of the scene in the camera 3D space of $C'_A$. The point cloud rendered with using the depth image $D'_s$ is presented in (a). The point clouds from $D'_s$ and $D'_k$ without using the depth correction step are shown in (b). With using the depth correction step, the point clouds from $D'_s$ and $D'_k$ are exhibited in (c), in which the misalignment disappears compared with (b).

<table>
<thead>
<tr>
<th>Depth Source</th>
<th>Before depth correction</th>
<th>After depth correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D'_s$</td>
<td>PSNR 9.29 SSIM 0.156</td>
<td>PSNR - SSIM -</td>
</tr>
<tr>
<td>$D'_k$</td>
<td>PSNR 11.29 SSIM 0.235</td>
<td>PSNR 11.35 SSIM 0.245</td>
</tr>
<tr>
<td>$D'_f$</td>
<td>PSNR 11.98 SSIM 0.247</td>
<td>PSNR 12.04 SSIM 0.259</td>
</tr>
</tbody>
</table>

Table II. The performances of different depth sources for the rendering of virtual views using different evaluation metrics.

ToF calibration method achieves the best performance compared with the other three baseline approaches.

The evaluation results of the depth fusion strategy are shown in Table II. The depth correction step improves the PSNR and SSIM values when using $D'_k$ and $D'_f$ for the virtual rendering, which indicates that the depth correction is a necessary step for depth accuracy of a Kinect V2 sensor. In addition, using $D'_f$ from the depth fusion strategy achieves the best virtual-rendering performance in all of these three evaluation metrics, which exhibits the effectiveness of the proposed depth fusion strategy.

**Qualitative Evaluation**: To evaluate the effectiveness of the depth correction step, the point clouds with using the depth images $D'_s$, $D'_k$, $D'_f$ are visualized in the camera 3D space of $C'_A$, as shown in Fig. 4. The rendering results without and with using the depth correction step are presented in Fig. 4 (b),(c). It can be found that, with using the depth correction step, the misalignment in the places of the golden tower and the checkerboard is eliminated, which indicates that the depth correction step contributes to the self-calibration of this stereo-ToF system.

As for the evaluation of the depth fusion strategy, the projected virtual images on the camera image plane of $C'_B$ using the depth images $D'_s$, $D'_k$, $D'_f$ are shown in Fig. 5. The large black region near the bottom border of Fig. 5 (c) is mainly because the vertical FOV of the RGB sensor in the Kinect V2 camera is smaller than that of the GoPro camera $C'_A$. The missing areas near the right boarders of Fig. 5 (b),(c) are caused by the camera displacement of $C'_A$ and $C'_B$. The image quality of the virtually projected image in Fig. 5 (b) is worse than that in Fig. 5 (c), which indicates that the Kinect V2 camera is more reliable than the Go-Pro camera pair for this specific scene. Moreover, the image quality of Fig. 5 (d) is better than those of Fig. 5 (b),(c), which shows that the proposed depth fusion strategy is an effective way of taking full advantage of both $D'_s$ and $D'_k$.

5. Conclusion

In this paper, a novel self-calibration method is proposed for a light-field movie capture device composed of a Kinect V2 and two 4K GoPro cameras. The proposed self-calibration method utilizes the geometric constraints in the scene and the cameras to overcome the disadvantage of the changeable tilt of the Kinect V2 camera. In addition, the camera orientation approximation step is used by our self-calibration method, which outperforms other baseline approaches. Moreover, a depth correction step is proven to be beneficial to the self-calibration of this stereo-ToF system. Furthermore, a depth fusion strategy is presented in this paper as well, which relies on the depth correction step and the rigid transformation result of the stereo-ToF calibration method, and is shown to be effective in rendering depth images of higher quality in 4K resolution.
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Figure 5. Projected virtual color views on the camera image plane of $C'_B$ using different depth sources.
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